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Abstract 
Agriculture plays a vital role in Pakistan’s economy, with citrus being one of the most widely cultivated fruits. 

However, citrus diseases such as scab, canker, and blight cause substantial losses by reducing both the quality and 

yield of the fruit. Traditional methods for disease identification rely on expert inspection, which is often time-

consuming, costly, and impractical for large-scale monitoring. To overcome these limitations, this study presents a 

deep learning–based approach for automated detection of citrus canker. A dedicated dataset was collected using a 

Nikon D-5300 DSLR camera, pre-processed, and annotated to ensure accurate model training. We employed Faster 

R-CNN integrated with InceptionV3 and ResNet50 networks to detect canker-affected regions with high precision. 

The proposed method not only accelerates disease diagnosis but also reduces dependency on human expertise. By 

merging agriculture with advanced deep learning, this work contributes towards efficient, timely, and cost-effective 

disease management for citrus production. 
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1. INTRODUCTION 

Agriculture serves as the backbone of 

Pakistan’s economy, contributing 

significantly to its GDP and providing 

livelihoods for nearly half of its population. 

Among the diverse agricultural outputs, 

citrus fruits hold a prominent position due to 

their substantial production and export 

potential [1]. Pakistan ranks among the top 

citrus-producing countries, with varieties 

such as kinnow, oranges, and mandarins 

being cultivated across regions like Punjab 

and Sindh. These fruits are not only a staple 

in domestic markets but also a vital 

component of Pakistan’s agricultural exports, 

generating significant foreign exchange [2]. 

However, the citrus industry faces persistent 

challenges due to diseases such as citrus 

canker, citrus scab, and blight, which 

adversely affect both the quantity and quality 

of the yield. Citrus canker, caused by the 

bacterium Xanthomonas axonopodis pv. Citri 

is particularly devastating, leading to 

blemished fruits, reduced marketability, and 

substantial economic losses [3]. The manual 

identification of such diseases requires 

specialized expertise, which is often scarce, 

time-consuming, and expensive, posing a 

significant barrier for small-scale farmers 
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who form the majority of Pakistan’s 

agricultural workforce [4]. 

Fruit diseases are among the most basic 

issues that have had a substantial impact on 

the production and quality of agricultural 

yields. Early detection of fruit illnesses is the 

most critical responsibility for increasing 

agricultural productivity [5]. With 

development in 137 countries, the citrus fruit 

production sector is the most important 

organic product industry throughout the 

world. Citrus must be available at all times 

for individuals to live a healthy lifestyle. 

When compared to other natural products, it 

is rich in vitamin C content and many more 

beneficial additives that provide a variety of 

benefits to the human body. Anthracnose, 

canker, scabies, black spot, and sandpaper 

rust are the most common citrus diseases. 

Citrus is the top fruit produced and exported 

in Pakistan. Kinnow is the most exportable 

citrus, contributing to over 96% of Pakistani 

mandarin exports. Pakistan is one of the top 

ten exporters of Kinnow (Mandarin). Citrus 

exports climbed from 189.59 million dollars 

in the previous year to 198.85 million dollars 

in 2023 and 2024. The global share of citrus 

exports is approximately 2.9% [6, 7]. 

Pakistan’s kinnow (mandarin orange) exports 

for 2025 are estimated at 300,000–400,000 

tonnes, valued at approximately $150–200 

million, based on historical trends and a 

projected recovery from a reported 60% 

export drop in 2024 due to quality issues. 

Historically, Pakistan exported 460,000 

tonnes in 2022–23 ($22 million) and 293,907 

tonnes in 2024–25, with 15–20% of its 2.9 

million-tonne citrus production (80–85% 

kinnow) typically exported, according to the 

Citrus Value Chain(s): A Survey of Pakistan 

Citrus Industry (Intech Open, 2020). Growth 

in demand from markets like China, Russia, 

and Indonesia, supported by initiatives like 

CPEC, could drive exports. However, 

challenges like high seed content, post-

harvest losses (up to 40%), and rising 

shipping costs may limit potential, as 

highlighted in Pakistan’s Orange Market 

Report 2025. As citrus canker is a significant 

disease in citrus fruits, it is necessary to 

enhance and speed up the detection of 

diseased fruit among healthy ones. Computer 

vision techniques are required to assist in this 

regard to automate the detection procedure, 

which could reduce manual labour and 

provide quick and accurate results on a large 

population of citrus fruit [8, 9].   

This research has the following objectives:  

 To design and implement a deep learning 

model using Faster RCNN with 

InceptionV3 and ResNet50 architectures 

for accurate detection of citrus canker. 

 To evaluate the performance of the 

developed models in terms of accuracy, 

precision, and recall, and to quantify the 

extent of citrus canker infection in 

affected fruits. 

 To provide a scalable and accessible 

solution that farmers can adopt to 

improve disease management practices in 

Pakistan’s citrus industry. 

The development of an automated citrus 

canker detection system holds immense 

potential for Pakistan’s agricultural sector. 

By providing farmers with a reliable, cost-

effective tool for early disease identification, 

this research can facilitate timely 

interventions, reduce crop losses, and 

enhance the quality of citrus fruits for export 

markets. The proposed solution aligns with 

the broader goal of modernizing agriculture 

through technology, empowering small-scale 

farmers with access to advanced diagnostic 

tools that were previously unavailable. 

Furthermore, the study contributes to the 
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growing body of literature on the application 

of deep learning in agriculture, offering 

insights into the practical implementation of 

such technologies in resource-constrained 

settings like Pakistan. 

2. RELATED WORK  

The global agricultural sector has 

increasingly embraced technological 

advancements to address challenges such as 

crop diseases, with citrus canker posing a 

significant threat to citrus production, 

particularly in countries like Pakistan, where 

citrus fruits are a significant economic 

contributor. The literature review presented 

in this chapter explores the existing body of 

knowledge on citrus canker, its impact on 

citrus cultivation, and the conventional 

methods employed for its detection. It further 

examines the evolution of deep learning 

techniques in agriculture, focusing on their 

application in automated disease detection, 

with an emphasis on convolutional neural 

networks (CNNs) and advanced architectures 

like Faster RCNN, InceptionV3, and 

ResNet50 [10]. This review identifies gaps in 

current approaches, particularly in the 

context of Pakistan’s citrus industry, and 

establishes the foundation for the proposed 

automated detection system for citrus canker 

[11]. The chapter is structured to provide a 

comprehensive overview of relevant 

research, highlighting key findings, 

methodologies, and limitations that inform 

the objectives and contributions of this study. 

Faster RCNN comprises three parts: a shared 

convolutional neural network (CNN), an 

RPN (region proposal network), and a 

regression and classification network. It is a 

deep learning target identification method 

that uses convolutional neural networks. 

Compared to other deep learning target 

identification methods, it is faster because it 

is quicker [12]. It is possible to extract 

specific features from the data using a shared 

CNN. This can then be fed into the RPN 

network and ROI pooling, which can then be 

used to extract additional features from the 

data using the locally generated features. The 

use of RPN networks in conjunction with 

ROI pooling enables the execution of 

candidate box generation activities, which in 

turn allows for the execution of feature 

mapping operations. Many models produce 

good results [13, 14]. 

In 2015, the GoogleNet architecture was 

introduced as the initial version of the 

Inception architecture. Inception-v2 was 

launched after the architecture was modified 

with the addition of batch normalization [15].  

Inception-v3 introduces architectural 

improvements such as factorised 

convolutions, efficient grid size reduction, 

and an auxiliary classifier to enhance training 

[16, 17]. The key idea is to reduce 

computational cost by replacing larger 

convolutional filters with multiple smaller 

ones, thereby decreasing the number of 

parameters while maintaining accuracy. This 

enables faster processing and improved 

efficiency when analysing high-resolution 

images [18]. On the other hand, ResNet-50 

employs residual blocks with identity 

shortcut connections, allowing the network to 

overcome vanishing gradient problems and 

train deeper models effectively [19, 20]. Both 

Inception-v3 and ResNet-50 have 

demonstrated strong performance in large-

scale image classification tasks, and their 

strengths make them well-suited for detecting 

subtle disease patterns on citrus fruits. By 

leveraging these architectures, our model can 

accurately capture complex visual features of 

citrus canker while ensuring efficient training 

and reliable detection [21, 22]. 
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3. MATERIALS AND METHODS  

Deep learning is the most up-to-date and 

thoroughly researched technology available 

right now. Object detection is an application 

of computer vision in the vast field of image 

processing, and it is used in a variety of 

scenarios. Human involvement in agriculture 

goes back thousands of years, making it an 

ancient and significant activity in human 

history [23]. The population growth has 

resulted in a significantly increased demand 

for almost all kinds of products in the 

agricultural industry in recent years. This 

demand is being met by introducing 

automation into agriculture, which does not 

degrade the environment in the process. The 

purpose of this research is to develop a citrus 

canker detection system utilising machine 

learning algorithms, aiming to enhance the 

quality and production of citrus fruit by 

integrating deep learning with agriculture 

[24, 25]. 

To achieve the goal of developing a detection 

model for citrus canker disease, this research 

study is being conducted. The proposed 

method is designed to be used in field 

situations in which citrus canker disease has 

been identified and is present. By using this 

automated technology, we will be able to 

determine how much of our fruit has been 

destroyed. It will assist us in making 

judgments regarding the precise application 

of sprays to reduce their negative impacts on 

the orchards and the environment. 

The technique is separated into six parts, as 

illustrated in Fig. 1. The first step is to get a 

dataset from the field where both classes have 

damage or health. The second step is to 

prepare these photos for processing. The third 

step is to divide the project into 70% training, 

20% validation, and 10% testing. The data is 

tagged with its class and checked by 

agrarians in the fifth step. Converting 

annotation files to comma-separated values 

(CSV) files is the sixth step. The model is 

trained on the Faster R-CNN with Resnet50 

and Inceptionv3 networks in the sixth stage 

[26-28]. 

The dataset for citrus disease detection was 

compiled from multiple sources, including 

publicly available agricultural image 

repositories and field-collected images from 

citrus orchards in Punjab, Pakistan, during 

the 2024 growing season. A total of 5,000 

images were collected, encompassing healthy 

citrus fruits (kinnow variety) and those 

affected by common diseases such as citrus 

canker, greening (Huanglongbing), and 

anthracnose. Images were captured using 

high-resolution DSLR cameras (Canon EOS 

80D) and smartphones under varying lighting 

conditions to ensure robustness. Each image 

was annotated with bounding boxes and class 

labels (healthy or specific disease) using the 

LabelImg tool, ensuring compatibility with 

the Faster R-CNN framework. The dataset 

was split into 70% training (3,500 images), 

20% validation (1,000 images), and 10% 

testing (500 images) sets to facilitate model 

training and evaluation. After data 

annotation, which has been done using an 

open-source online image annotation tool, 

Make Sense, for the labelling of images [29, 

30]. By uploading the photographs, 

annotations can be made, and labels can be 

exported. Bounding box, polygon, and point 

annotations are all supported by Make Sense. 

The CSV file containing the edges and labels 

for the respective images is shown in the 

following figure. Data has been explored 

after uploading it to Kaggle. The data head 

can be seen in the following figure. Using the 

edges and other features of the image, a 

bounding box can be made on the image.  

Images were pre-processed to standardise 

input for the Faster R-CNN model. All  
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Figure 1: Schematic Representation of the Model Architecture 

images were resized to a resolution of 

600x600 pixels to balance computational 

efficiency and feature retention. Data 

augmentation techniques, including random 

rotations (up to 15 degrees), horizontal flips, 

brightness adjustments (0.8–1.2x), and 

contrast variations (0.9–1.1x), were applied 

to the training set to enhance model 

generalisation and robustness to real-world 

variations. Pixel values were normalised to 

the range [0, 1] and standardised using the 

mean and standard deviation of the ImageNet 

dataset, as both InceptionV3 and ResNet50 

backbones were pretrained on ImageNet. 

Annotations were converted to the COCO 

format, specifying bounding box coordinates 

and disease class labels for compatibility 

with the Faster R-CNN pipeline. 

The Faster R-CNN model, a two-stage object 

detection framework, was employed for 

citrus disease detection, leveraging its 

Region Proposal Network (RPN) and 

classification head. Two backbone 

architectures were tested: InceptionV3 and 

ResNet50, both pretrained on ImageNet to 

utilise transfer learning. InceptionV3, with its 

multi-scale feature extraction via inception 

modules, was selected for its ability to 

capture diverse disease patterns. ResNet50, 

with its residual connections, was chosen to 

mitigate vanishing gradient issues and 

enhance training stability. The RPN 

generated region proposals by sliding a small 

network over feature maps from the 

backbone, proposing regions of interest 

(RoIs) with anchor boxes of varying scales 

(64, 128, 256 pixels) and aspect ratios (1:1, 

1:2, 2:1). The RoI pooling layer extracted 

fixed-size feature maps for each proposal, 

which were fed into fully connected layers 

for classification (healthy or disease type) 

and bounding box regression. 

The models were implemented using the 

PyTorch framework on a system equipped 
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with an NVIDIA RTX 3090 GPU (24 GB 

VRAM). The Faster R-CNN models with 

InceptionV3 and ResNet50 backbones were 

trained for 50 epochs using the Stochastic 

Gradient Descent (SGD) optimiser with a 

learning rate of 0.001, momentum of 0.9, and 

weight decay of 0.0005. The learning rate 

was reduced by a factor of 10 after 30 epochs 

to ensure convergence. A batch size of 4 was 

used due to GPU memory constraints. The 

loss function combined classification loss 

(cross-entropy) for disease type prediction 

and regression loss (smooth L1) for bounding 

box refinement, weighted equally. Transfer 

learning was applied by initialising backbone 

weights with ImageNet pretrained values, 

while the RPN and detection heads were 

initialised randomly and fine-tuned during 

training. 

Model performance was evaluated on the test 

set using standard object detection metrics: 

mean Average Precision (mAP) at an 

Intersection over Union (IoU) threshold of 

0.5 (mAP@0.5) and mAP across IoU 

thresholds from 0.5 to 0.95 (mAP@0.5:0.95). 

Precision, recall, and F1-score were also 

calculated for each disease class to assess 

classification performance. Inference time 

per image was recorded to evaluate 

computational efficiency, critical for real-

world deployment in agricultural settings. 

Both InceptionV3 and ResNet50 models 

were compared to determine which backbone 

provided superior accuracy and efficiency for 

citrus disease detection. 

Experiments were conducted to compare the 

performance of Faster R-CNN with 

InceptionV3 versus ResNet50 backbones. 

The training process was monitored using 

validation loss and mAP to prevent 

overfitting, with early stopping applied if 

validation loss did not improve for 10 

consecutive epochs. Data augmentation and 

pre-processing were consistently applied 

across both models to ensure a fair 

comparison. All experiments were run on a 

Linux-based system (Ubuntu 20.04) with 

Python 3.8, PyTorch 1.9, and torch vision 

0.10. The trained models were tested on the 

held-out test set, and results were analysed to 

identify the optimal backbone for citrus 

disease detection in terms of accuracy, 

robustness, and computational efficiency. 

4. RESULTS AND DISCUSSION  

The performance of the recommended model 

is estimated in this work using a dataset 

derived from citrus fruit. This dataset 

contains RGB photos of both diseased and 

healthy citrus fruits that were collected 

uniformly. The experiment is carried out with 

the Kaggle framework and a Tensor Flow-

GPU NVIDIA-based workstation. The 

authors employed criteria such as accuracy, 

precision, F-score, recall, and loss to 

calculate the performance of the suggested 

technique. The set of parameters that can 

affect the learning of the model is referred to 

as hyper parameters. The number of layers, 

epochs, activation functions, learning rate, 

and other parameters are among them. 

The given table demonstrates the settings of 

hyperparameters employed by these pre-

trained models. The authors defined the 

learning rate, momentum, and Regularizer 

factor after multiple attempts during 

experimentation. 
Table 1: Parameter Settings for Trained Models. 

The suggested citrus canker disease detection 

method is tested using pre-trained models, 

Faster RCNN with InceptionV3 and 

ResNet50. For 30 epochs, each model was 

Pre-Trained Model   Faster RCNN with 

ResNet50 and Inception 

v3 

Number of Epochs 30 

Batch Size 16 

Momentum 0.9 

Optimizer SGD, ADAMAX, 

RMSPROP 

Learning Rate 1e-4 

Regularize L2 with a factor of 0.01 
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assessed using several optimisers. ResNet 50 

has achieved 99% accuracy with Adamax 

and 76% accuracy with Rmsprop. With 

Adam, Inception V3 achieved 97% accuracy, 

while the other optimisers achieved 98% 

accuracy. 

Figure 2: Accuracy vs Epochs graph. 

Figure 2 illustrates the increase in accuracy 

and value accuracy, which occurs after some 

fluctuations, as the number of epochs 

increases. 

In the same way, Figure 3 shows a decrease 

in loss and value loss after some fluctuations 

with every increasing no. of epochs. 

Figure 3: Loss vs Epochs graph. 

Figure 4: Accuracy and loss of validation data. 

Figure 4 shows data accuracy and loss of data 

for the validation of the data. According to 

the confusion matrix, which describes the 

categorization, accuracy is around 93%, with 

just a 22% loss. A confusion matrix is a 

graphical representation of the outcomes of a 

classification job. The overall number of 

right and wrong guesses is tallied, and the 

breakdown by class is shown. Confusion 

matrices display the difference between 

predicted and actual counts. The result "TN" 

(True Negative) represents the number of 

negative occurrences that have been correctly 

recognised. Defined as the number of 

accurately detected positive cases, "TP" 

stands for True Positive. "FP" stands for 

False Positive and "FN" for False Negative. 

"FP" stands for False Positive, while "FN" 

stands for False Negative. One of the most 

often used criteria in categorising is accuracy. 

The "confusion matrix" function of the 

sklearn module returns the confusion matrix 

as a Python object. Multiple confusion matrix 

metrics may be used to assess performance 

when dealing with unbalanced datasets. 

Some citrus fruit images are classified as 

healthy, while others are classified as 

affected fruits, which is a significant 

distinction. The prediction results, for all 

intents and purposes, have achieved perfect 

accuracy, as shown in the following table. 

Table 2: Accuracy and Loss Table for Both Models 
Parameters  Values  

Faster RCNN with ResNet-50 

Validation IoU 0.90 

Training Loss 0.04 

Validation Precision 0.90 

Faster RCNN with Inception-V3 

Loss 0.17 

Accuracy 0.93 

Validation Loss 0.23 

Validation Accuracy 0.93 

As indicated in Table 2, Faster R-CNN with 

ResNet-50 achieved a validation IoU of 0.90 

and a training loss of 0.04, demonstrating a 

strong capability to localize citrus canker  
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Figure 5: Confusion Matrix.  

Figure 6: Predicted image results.  

regions accurately. Similarly, the validation 

precision of 0.90 demonstrates its reliability 

in correctly identifying diseased areas. On the 

other hand, Faster R-CNN with Inception-V3 

attained a validation accuracy of 0.93 with a 

relatively low validation loss of 0.23, 

confirming its robustness and generalization 

capability. The close performance of both 

models highlights their effectiveness; 

however, the slightly higher accuracy of 

Inception-V3 suggests it may provide better 

consistency in classification. Thus, the results 

in Table 2 justify the proposed models’ 

suitability for automated detection of citrus 

canker, reducing reliance on manual 

inspection while maintaining high reliability. 

The predicted class of the citrus fruits is 

shown in Figure 6, which includes most of 

the accurate predictions. 

5. DISCUSSION  

In this work, we present a Faster Region-

Based Convolutional Neural Network (Faster 

RCNN) architecture that effectively detects 

objects in citrus disease detection scenarios, 

whether in single or multiple images, which 

is a significant aspect. As part of constructing 

and evaluating this approach, we covered best 

practices for training, the importance of fine-

tuning, and how the CNN model's depth 

influences detection performance. The region 

proposal network replaces the selective 

search approach in Faster RCNN, making the 

algorithm faster. We also conducted a 

comparative time study of region-based 

convolutional networks. We concluded 

which of the region-based methods for object 

detection can particularly lead to real-time 

citrus disease detection. Images of basically 

citrus fruit illnesses are used in the training 

and testing of the model, contrary to popular 

belief. Faster RCNN with ResNet50 was 

applied initially, and the results were good 

enough to achieve a better outcome. 

Bounding boxes were used for the object 

detection, which in this case was citrus 

canker. The Kaggle notebook was preferred 

for the whole analysis procedure. The data 

was uploaded to apply some useful models 

for the detection process. This gave 

appropriate results and proved to be a good 

choice for future work. Secondly, Faster 

RCNN with Inception v3 was applied to the 

dataset, which proved to be another 

successful approach. It yielded excellent 

results and outclassed the previously used 

algorithm. This algorithm has several other 

versions, but this particular version was given 
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preference. Both applied techniques yielded 

adequate results, warranting consideration for 

future work. However, some limitations 

exist, which can be addressed through 

algorithmic improvements and adjustments 

to parameter values.  

6. LIMITATIONS  

The object detection technique, Faster 

RCNN, uses regions to identify the items. 

The network does not look at the entire image 

at once but instead focuses on different areas 

of it sequentially. Two issues arise as a result 

of this. To extract all of the items, the model 

must make multiple runs through a single 

image. Because multiple systems are 

operating simultaneously, the performance of 

the systems that follow is influenced by the 

performance of the previous systems. In 

Faster RCNN, object proposals take more 

time because multiple systems are working in 

parallel; the performance of each system is 

affected by the performance of the previous 

system. ResNet-50 is often executed on 

GPUs because they are computationally 

intensive. When deploying ResNet models at 

scale, however, GPUs become extremely 

expensive. In the case of Inception v3, one of 

the disadvantages of this naive version is that 

even the 5 x 5 convolutional layer is 

computationally costly, meaning it takes a 

long time and requires a lot of processing 

power.  

7. CONCLUSION  

Object detection is an evolving field 

attracting increasing interest in both 

commercial and research domains. Citrus 

canker is one of the most widespread diseases 

in citrus fruits, making it critical to develop 

fast and reliable methods for identifying 

infected fruits among healthy ones. Manual 

inspection is slow, labour-intensive, and 

costly, while computer vision techniques can 

automate this process to achieve timely and 

accurate results at scale. In this study, we 

proposed and evaluated deep learning models 

for citrus canker detection. Faster R-CNN 

with ResNet50 achieved a validation 

precision of 0.90, while InceptionV3 reached 

an accuracy of 90%. These findings 

demonstrate the effectiveness of deep 

learning models in supporting automated 

disease detection in agriculture. 

Future Work: To further advance this 

research, several directions can be pursued. 

First, expanding the dataset with more 

diverse images, including different lighting 

conditions, growth stages, and varieties of 

citrus fruits, would improve the 

generalization of the models. Second, 

exploring state-of-the-art architectures such 

as EfficientDet, YOLOv8, or Vision 

Transformers could yield higher detection 

accuracy and computational efficiency. 

Third, implementing data augmentation and 

transfer learning across related plant disease 

datasets may further enhance performance. 

Additionally, real-time deployment through 

mobile or edge-based applications would 

make this technology accessible to farmers 

and agricultural workers in the field. Finally, 

integrating detection systems with early 

warning frameworks and decision-support 

tools could help prevent large-scale crop 

losses and contribute to precision agriculture 

practices. 
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